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Abstract

The way in which information is represented to the machine, as well as how
procedures use it, reveals biases during game development that influence the way

in which players experience a game. Additionally, in order to critique the role of
gender, race, and sexuality in games that are partially procedurally generated, it is
necessary to examine the role the software takes as a designer. Looking at diversity
and inclusion through a proceduralist lens allows us to more deeply analyze current
games, as well as prompt new questions and avenues for technical and design
research.

Introduction

The analysis and critique of gender, race, and sexuality in games has typically focused on
narrative elements and visuals. Some scholars have pointed out an imbalance in the repre-
sentation of women, and a scarcity of people of color in games (Williams, Martins, Consalvo,
& Ivory, 2009). When characters from under-represented groups are present, they are cast in
stereotypical roles—including some which encourage objectification by an assumed straight,
white male audience. Thus far, analysis of player identity in games has understandably
focused from perspective of the player, interrogating how people make meaning through
play. This essay considers how the feminist analysis of identity politics can be adapted into a
proceduralist understanding of representation that embraces the analysis of game mechan-
ics and software design decisions in addition to images.
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Games have the potential to express the diversity of identity politics on the level of code.
Critical games scholar, Ian Bogost’s (2010) notion of procedural rhetoric states that games
are capable of conveying political messages through their systems. These messages are often
conveyed deliberately; players understand them by playing the game and learning from its
underlying system. Treanor and Mateas (2013) define a proceduralist perspective as one in
which “the meaning of the [game] is ultimately produced through the dialectical interplay
between the mechanism and ways that players ascribe meaning to it.” Although both ana-
log and digital games have authored rules and procedures, the programming languages of
digital games heavily influence their design. Even games that focus heavily on aesthetics and
ambiance to the exclusion of strong rule systems—such as so-called “walking simulators”
(Cook & Smith, 2015)-have rules that govern player movement and environmental physics.
Player behavior is informed by interaction with, limitations from, and the subversion of
these rules.

A game’s “playability” relies upon players being able to interact with a system of rules (Sul-
livan, Mateas, & Wardrip-Fruin, 2009). Just as physics puzzlers or platformers require an
underlying formal model for how physical objects interact, so too do story-based games need
an underlying formal model for character behavior (McCoy, Treanor, Samuel, Mateas, &
Wardrip-Fruin, 2011). “Social physics” engines, whether implemented as complex artificial
intelligence (AI) systems or as simple flags and Boolean variables, make commitments about
characters’ potential identities and the space of potential social interactions supported in the
game.

There is also a rising interest in procedural content generation for games. Since computa-
tional systems are frequently responsible for authoring content and even entire games, any
analysis of that content should include analysis of the system that created it. We hang anal-
ysis of human-created content on theories related to human society; for computer-created
content, this analysis should include additional information about how the software was
constructed.

A feminist and proceduralist approach to game analysis lets us examine more than just the
ways that diversity is shown to the player by designers, artists, and writers, it also helps us see
how players can perform and play with identity. The biases of both algorithms and narratives
play out over the course of a game. This essay argues for taking a proceduralist view on anal-
ysis of diversity and inclusiveness in games, and shows how future work in game design can
support the development of socially responsible procedural content generation systems.

Language for Describing Software Design
Software consists of two layers: the knowledge representation layer and the algorithmic layer. As

I consider playable identity and procedural design in the following sections, I will consider
them in the context of both software layers.
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The knowledge representation layer consists of the data provided to a system—whether directly
by a human designer, or indirectly through gathering from other sources—that is then used
by different game algorithms. Examples might include the layout of a game level, the differ-
ent options available during character creation, or the individual story components that are
authored by humans and combined by a story generator. Knowledge representation dictates
the level at which a system can meaningfully respond to a player choice: computers are un-
aware of data which has not been coded and are incapable of responding to it.

In the algorithmic layer the system must reason and make decisions about which actions to
take. Examples here include the ways that level elements react with each other, how an NPC
responds to a particular player action, and the ways that a story is assembled from constitu-
ent parts. An algorithm is the formalization of a process, be it a creative design process (in
the case of procedural generation), or the thought process of another character.

Playable Identity

Playable identity is the intersection of player performance and algorithmic performativity
within an avatar. An ethical approach to playable identity does not aim to have a realistic
simulation of contemporary identity politics; rather, this approach questions the degree to
which algorithmic systems support players in their choices regarding identity politics. While
gender/sexuality and color-blind system design is a tempting and occasionally appropriate
solution to this problem, sometimes neutral algorithmic responses betray an underlying
bias.

Feminist scholar Judith Butler’s (1999) notion of performativity and considering a player’s
conscious performance help us to better understand the hidden biases of algorithms. Perfor-
mance relates to the conscious decisions made by the player. Players perform their charac-
ter’s identity in games—they make choices in character creation and use props made available
by the game. In games where players are free to use natural language, especially multiplayer
online games, players have the freedom to express themselves outside of the the game’s
structure. In role-playing games specifically, non-player characters also perform a heavily
scripted identity.

Performance and performativity occur within a space defined by physical rules and social
norms. Performativity does not need to be (and often is not) consciously engaged by the
performer. For instance, a player’s avatar might perform femininity (through its body and
choice in clothes) while the player conscientiously performs masculinity (through their
avatar’s speech patterns). Adherence to social norms is a performance, though typically not
a conscious one. The game world provides additional context, constraints, and affordances
informed by the game’s nature as a software artifact. Through their software design deci-
sions, the developers of game environments shape the space in which the player performs,
and therefore influence the range of performance and performativity that can emerge in that
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space.

Fable (Big Blue Box Studios, 2004) is an excellent example of how performance and perfor-
mativity intersect. A player performing femininity by wearing a skirt can receive comments
from bystanders that she is wearing nice “trousers.” This intersection is symptomatic of the
algorithms gendered assumptions.

Software is a formal representation of how physical rules and social norms are enacted in
the game world—some of these rules and norms may intersect with reality (e.g. sexuality,
gender, and race), while others may be added or augmented to fit with the game’s fiction
(e.g. species). In building a formal model of real world phenomena, some features will be
prioritized while others will be ignored. Thus, examining the model itself-in terms of both
its representation of knowledge and processes that use that knowledge—is crucial for under-
standing the context within which players are performing an identity.

At the knowledge representation layer, we can examine how identity is encoded within the
game. This often becomes clear during the character creation process, where players make
choices about the appearance and personality traits of their characters. Sometimes, im-
portant aspects of identity are left out of this process; for example, in her analysis of queer
identity in The Sims, feminist game scholar Mia Consalvo (2003) considers how queerness
is explicitly “coded in” or “coded out”. Other choices, like hairstyle, may be more explicit.
The Mass Effect (BioWare, 2007) series, like many other roleplaying games, allows players to
choose whether they are male or female, thus conflating sex and gender identity in the pro-
cess and perpetuating a binary view of gender. It also allows players to choose a skin color,
presumably to be used as a signifier for race.

At the algorithmic layer, we can see how the choices that players make about their identity in-
fluence character behavior in the game. Often, systems enact a “neutral” stance on the play-
er’s chosen identity by having the algorithm ignore choices that players have made regard-
ing their identity when processing decisions—characters often respond in the same way to
players regardless of skin color, and in role-playing games with same-sex romance options,

a player commits to their character’s sexuality only when deciding with whom to pursue a
relationship. Another common choice is to tag dialog options based on gender or race, and
select the appropriate dialog options at runtime. For instance, Dragon Age: Origins (Bioware,
2009) occasionally adds dialogue options for female characters before the standard dialog
tree is displayed.

Developers must consider more nuanced models of playable identity. When defining a com-
putational model for a character, a developer is making commitments to what it means to be
a person, which traits should be prioritized and which should be ignored. Instead of using
Boolean variables for gender (marking whether the player is male or not), other representa-
tions can be explored: floating point numbers could allow players to express their identity on
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sliding scales of masculinity or femininity, and a vector representation can permit players
to express how important particular aspects of their identity are to them. Similarly, race and
sexuality can also be formalized in these ways. Artificial intelligence and game research-

ers Chong-U Lim and Fox Harrell (2015) have also been investigating how to build a more
nuanced model of player identity. They argue for systems which account for socio-cultural
aspects such as family status, class, and elements of personal history.

Procedural Design

Given the rising interest in procedural content generation (PCG) in games, we are now
encountering situations where computational systems take on partial responsibility for game
authorship. Designers are drawn to PCG for many reasons, such as the (often false) promise
of relieving authorial burden, an ability to sustain player interest through new and surpris-
ing content, and attempts to personalize content to a particular player’s interests and expe-
rience level. The way in which these PCG systems are constructed reflect their designer’s
view of the content being created (Phillips, Smith, Cook, & Short, 2016). In short, procedural
design must be considered central to the emerging ethics of playable identity.

Systems that generate procedural content must create a formal and complete definition of
their computational or “generative space’—considering all potential pieces of content in that
category (Smith & Whitehead, 2010). This system must have a specification that describes
the nature of what it is creating (knowledge representation) as well as what is considered an
appropriate method for designing it (algorithm). It is not always obvious from a single play-
through of a game with generated content what the character of generative space is, since
most PCG systems can create thousands, even millions, of different configurations of con-
tent. Therefore, critiques of generated content are often unnecessarily shallow. Despite this
interpretive limitation, the politics of procedural content can be understood by understand-
ing the affordances of its schematic. A procedural content generator, unlike a human artist,
relies on a readable blueprint for its understanding of the world and its creative process.

There are different kinds of knowledge representation and algorithms used in PCG, in both
industry and academic research (Smith, 2014). The layers of knowledge representation

are defined in terms of granularity. Some generators use large pieces of content that are
human-authored and independently recognizable, while others on the opposite end of the
spectrum may use smaller components. For example, an avatar generator might randomly
select from existing character portraits that are created by human artists, or may have dif-
ferent modular body parts that can be assembled at runtime. A name generator might pick
first and last names from a standard list, or might attempt to construct new, unique names
from phonemes. Analysis at the knowledge representation layer can reveal underlying biases
and assumptions made by the authors of the system in a way that looking at a single piece of
finished content alone cannot. Clearly, our hypothetical avatar generator will never create a
person who sits in a wheelchair if there is no wheelchair option in the source material.
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More sophisticated methods for creating content include learning from other data sources.
QuestBrowser is a generative tool for quest designers to create innovative quest structures. A
designer can enter a prompting word or short phrase describing the start and end states of
the quest, and the system will give brainstorming prompts in the form of chains of concepts
that link the start and end states together (Sullivan et al., 2009). ConceptNet itself is built

in part upon crowdsourcing, where members of the general public can “teach” the system
about the relationship between concepts (for example, a teacher is associated with children, or
a dog is man’s best friend) (Speer & Havasi, 2013). This necessarily biases the system towards
concepts that members of the public have chosen to enter. At the time of this writing, the
concept of “woman” is described in the ConceptNet 5 database as: 1) being used for having
sex, 2) being a female person, 3) being a slut.” Use of crowdsourced information in a genera-
tive system opens up that system to the biases of the crowd.

At the algorithmic layer, the simplest possible form of content generation is to randomly
select elements from the knowledge base and combine them. This makes the statement that
all potential combinations of elements are considered appropriate and equal to each other.
Continuing the avatar generation example, if there is only one wheelchair component while
there are several different options for legs that are standing up, then combinatorics tells us
there will be very few characters created who are in wheelchairs.

A more complex form of content generation is to repeatedly generate and test content until it
meets a human-authored “optimum” value, known as search-based PCG (Togelius, Yannaka-
kis, Stnaley, & Browne, 2011). These systems are sensitive to the knowledge representation
that’s used, in that it influences the kinds of content that can be created with it. But they are
equally sensitive to the optimization function, and require a human designer to explicitly
define not only what content can be made out of but also what it means for content to be
considered “good” or “optimal”.

Generating content carries with it the risk that, no matter the care paid by the designer, the
system will create inappropriate or offensive content. Microsoft’s Tay twitter chatbot is a
recent example of this. The system “learned” how to interact with other people on twitter via
conversations, and quickly began responding with racist commentary that it had observed
from other twitter users (Bright, 20106). To combat this problem, a common technique used
is to “blacklist” certain combinations of content or words. For example, generative artist
and prolific twitter bot creator Darius Kazemi maintains a blacklist of offensive words to

be avoided in twitter bots, and deliberately created it to be more restrictive than permissive
to fully prevent accidental offensive statements (Jeong, 2010). It is interesting to note that
instead of needing to understand why what it might say is inappropriate, it simply follows a
set of prescribed rules to avoid giving offense, echoing rhetoric used by humans around the
idea of “political correctness”.

Conclusion



JGC 3(A) Smith 7

Humans who author procedural systems of playable identity are creating systems that lack
empathy. These systems can only interact on the basis of what they have been “told” to
understand, whether they have been hard-coded with responses, learned from interacting
with others, looked at large corpuses of information for design ideas, or been imbued with
a social understanding through painstaking hand-authoring of social theories. A socially
responsible and aware approach to game design thus requires consideration of social issues
at every stage of creating the software. Providing cultural context to a computational sys-
tem is often done unintentionally, through the inclusion or exclusion of certain features in
knowledge representation, or the decision for a process to be “blind” to aspects of identity
such as gender, race, or sexuality. Al authors in particular often rely on “smoke and mirrors”
to create the illusion of intelligence; this illusion falls apart when subjected to scenarios that
the designer of the system did not originally envision (Wardrip-Fruin, 2009).

Thus, there are many avenues for future research and design in order to support game
designers in making sure their game systems embody diversity and inclusiveness in the way
they wish. Technical research directions include investigating methods for giving AI more
cultural context automatically and judging the value of what they have “learned”, how to
create tools that allow designers to author complex social scenarios and appropriate respons-
es for a variety of player identities, and how to visualize and define the expressive range of

a content generator using metrics that can uncover unintentional biases in the generative
system.

Examining the procedures underlying games gives us an additional lens through which we
can view the game’s treatment of issues around diversity and inclusiveness. These proce-
dures are authored by human designers and developers, and reflect their implicit and explic-
it biases as well as larger cultural norms. This essay has argued for the importance of exam-
ining games as software artifacts, looking at both the taxonomies and formal models used in
knowledge representation strategies, as well as the algorithms themselves.
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Endnotes

1. These definitions sit alongside the somewhat more progressive descriptions of a woman
as being equal to men, and capable of thinking.
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